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Abstract—We compare two approaches to the problem of session variability in GMM-based speaker verification, eigenchannels and joint factor analysis, on the NIST 2005 speaker recognition evaluation data. We show how the two approaches can be implemented using essentially the same software at all stages except for the enrollment of target speakers. We demonstrate the effectiveness of t-norm score normalization and a new decision criterion for speaker recognition which can handle large numbers of t-norm speakers and large numbers of speaker factors at little computational cost. We found that factor analysis was far more effective than eigenchannel modeling. The best result we obtained was a detection cost of 0.016 on the core condition (all trials) of the evaluation.
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I. INTRODUCTION

This article compares two approaches to dealing with the problem of session variability in GMM-based speaker recognition. We use the term session variability to refer to all of the phenomena which cause two recordings of a given speaker to sound different from each other. This type of variability is usually thought of as being attributable to channel effects although other, more mysterious, factors may be at play such as the well known aging phenomenon whereby the performance of speaker models degrades over time.

Our principal effort in the direction of this problem has been to develop a model which we refer to as a joint factor analysis of speaker and channel variability [1]. This is based on similar assumptions to feature mapping [2] but it treats channel effects as continuous rather than discrete and it exploits correlations between Gaussians in modeling speaker variability. This model has two major drawbacks. Firstly, although we have made substantial progress in simplifying it [3], it is mathematically and computationally demanding in many respects. Secondly, it seems to require a well balanced training set in which a typical training speaker is recorded under a variety of channel conditions that is sufficiently broad to cover most of the channel variation that is likely to be encountered at recognition time.

This is not an easy requirement to meet. In fact it is not easy even to find speakers who have been recorded over both landline and cellular transmission channels. As a rule, each speaker in the Switchboard collections was recorded over either landline channels or cellular channels but not both. Only a small fraction of the speakers in the Fisher English Part I database were recorded more than once (and furthermore the speaker identifications in this database are not reliable). So if a joint factor analysis model is trained on the union of the telephone speech corpora currently available through the Linguistic Data Consortium, the model could be misled into believing that some speakers are ‘landline speakers’ and others are ‘cellular speakers’. Thus, despite the success we have with the joint factor analysis model when it is trained and tested on Switchboard data [4], it is not a priori clear that it can be trained so as to perform well on a test set drawn from the Mixer corpus such as the NIST 2005 evaluation set [5].

These considerations led us to re-implement another approach to the problem of session variability which we had previously developed and which we refer to as eigenchannel modeling [6]. This stands in the same relationship to speaker model synthesis [7] as the joint factor analysis model does to feature mapping. It is a cruder model than the joint factor analysis model in that it only attempts to deal with channel effects at recognition time and not at enrollment time but it is easier to implement and it appears to make less stringent demands for training data.

We will report the results of experiments carried out on the NIST 2005 test set using both of these approaches. Our principal conclusion will be that, notwithstanding our concerns about mismatched training data, the joint factor analysis model is capable of far better performance than eigenchannel modeling. Moreover we will show that the joint factor analysis model can perform very well in speaker verification using a computationally inexpensive decision rule that steers a middle course between the ‘exact’ and ‘simplified’ scoring rules in [3]. This decision criterion can handle large numbers of t-norm speakers at little cost and large numbers of common speaker factors at no extra cost.

II. MODELS OF SESSION VARIABILITY

Our approach to speaker recognition is GMM-based in that we estimate a GMM for each target speaker but we use these GMM’s to make speaker verification decisions in non-traditional ways. The issue here is how we attempt to compensate for inter-session variability and for channel mismatches between enrollment and test conditions in particular. By way of introduction, in this section we will briefly sketch
the model adaptation techniques that have been developed to tackle the problem of channel compensation in GMM-based speaker recognition.

The method of speaker model synthesis [7] assumes that channel effects are discrete and that channel detection can be performed in a pre-processing step in which utterances are classified as, say, ‘GSM cellular’, ‘landline electret’ and so forth. Suppose we are given an enrollment utterance and a test utterance and it is hypothesized that they are uttered by the same speaker. Denote the corresponding speaker- and channel-dependent supervectors by $M$ and $M'$. The basic assumption is that $M'$ can be synthesized from $M$ by adding a supervector $c$ which depends only on the enrollment and test channel conditions (and not on the speaker) as in Fig. 1 so that

$$M' = M + c. \quad (1)$$

There is one supervector $c$ for every possible pair of microphone/channel conditions.

![Diagram](Fig. 1. In speaker model synthesis and eigenchannel modeling it is assumed that if $M$ and $M'$ are the speaker- and channel-dependent supervectors for two recordings of a given speaker then the difference between them, namely $c$, depends only on channel effects.)

The eigenchannel model in [6] is a continuous version of speaker model synthesis which dispenses with the need for channel detection. The idea is that just as most speaker variability is low dimensional (the premise of eigenvoice modeling) the same is probably true of channel variability so that similar methods can be brought to bear on modeling both types of variability. (The idea of using eigenvoice methods to model channel effects seems to have been first mooted in [8].) So the assumption in eigenchannel modeling is that (1) holds with the channel compensation supervector $c$ being normally distributed in a low dimensional subspace of the supervector space. Put another way, it is assumed that there is a rectangular matrix $u$ of low rank such that

$$c = ux. \quad (2)$$

where $x$ has a standard normal distribution so that all of the channel compensation supervectors in Fig. 1 can be expressed as linear combinations of the columns of $u$. In the terminology of [6], the non zero eigenvectors of $uu^T$ are the eigenchannels.

This distribution on $c$ can be used as a prior for MAP adaptation of a speaker GMM to the channel conditions in a test utterance. This type of MAP adaptation is formally identical to eigenvoice MAP [9] so we dubbed it eigenchannel MAP in [6]. Eigenchannel MAP provides a mechanism for synthesizing a new model for each speaker whenever a new test utterance is encountered. Speaker recognition can then be performed by evaluating these channel-adapted models with the standard GMM likelihood function in the usual way. Similar types of model synthesis were used in the systems submitted by Spescom DataVoice in the NIST 2004 and 2005 evaluations, by Queensland University of Technology in the 2005 evaluation [10] and also in [11]. This seems to be quite an effective way to proceed but it has the disadvantage of being very computationally expensive (particularly if there is a large number of t-norm speakers). It is also a rather dubious procedure from a purely mathematical point of view, since adapting a model to data and then evaluating the likelihood of data with the adapted model results in a ‘likelihood function’ which integrates to something bigger than 1. In this article we will propose another scoring mechanism which does not suffer from these drawbacks.

The most widely used method of GMM adaptation for channel compensation is feature mapping [2]. Although this is usually thought of as a front-end compensation scheme it can equally well be viewed as a model adaptation technique if it is assumed that GMM supervectors can be decomposed into speaker- and channel-dependent parts as illustrated in Fig. 2. Specifically, the assumptions are that (i) for each speaker there is a speaker-dependent supervector $s$ such that if $M$ is the supervector corresponding to a given recording of the speaker then

$$M = s + c \quad (3)$$

where $c$ depends only on the channel effects in the recording and that (ii) channel effects can be treated as discrete and identified in a pre-processing step, just as in speaker model synthesis. Given an enrollment utterance for a target speaker, the speaker supervector $s$ can be estimated by subtracting the appropriate channel supervector for the enrollment utterance from the data; adding the appropriate channel supervector for a given test utterance to $s$ gives a channel-adapted supervector which can be used to test the hypothesis that the speaker in the test utterance is the target speaker. The joint factor analysis model in [1] also takes (3) as its starting point but, as in eigenchannel modeling, it treats channel supervectors as continuous rather than discrete and does away with the need for channel detection in a pre-processing step. Thus we assume in this case as well that the channel compensation supervectors $c$ in Fig. 2 can be written in the form

$$c = ux \quad (4)$$

where $u$ is a rectangular matrix of low rank and $x$ has a standard normal distribution. In the terminology of [1], $u$ is a factor loading matrix and the components of $x$ are channel factors.

There are several ways of constructing a likelihood function for using joint factor analysis models in speaker recognition [4]. We will propose a new likelihood function in this article
which can be viewed as a compromise between the ‘exact’ and ‘simplified’ scoring rules presented in [3].

Comparing the eigenchannel approach to channel compensation with the joint factor analysis model we see that the eigenchannel model is weaker in that it only compensates for channel effects in test utterances whereas the joint factor analysis model handles channel effects in enrollment utterances as well. On the other hand it is much easier to implement. (Similar remarks apply to speaker model synthesis vis-à-vis feature mapping.) Although it is relatively straightforward to carry out the decomposition (3) in feature mapping (because the channel supervector $c$ can only take a discrete range of values), the problem of disentangling speaker and channel effects in the joint factor analysis model is much more difficult (since both $s$ and $c$ are assumed to be continuous). A solution derived by formulating the problem as one of calculating the posterior distribution of the hidden variables in the joint factor analysis model is presented in Section III-C of [1] and summarized in the appendix.

Finding an appropriate training set for the joint factor analysis model also seems to be problematic if the model is to be evaluated on the NIST 2005 test set. Like the NIST 2004 test set, this was specifically designed to provide the robustness of speaker recognition systems to gross channel mismatches whereas previous test sets had been taken from individual Switchboard corpora where speakers were recorded either over landline or cellphone channels but not both. Speakers in the 2004 and 2005 test sets were recorded using different types of microphone (speaker phone, head mounted and ear bud as well as regular and cellphone handsets) and transmission channel (cordless, landline and cellular). As we mentioned in the introduction, neither the Fisher corpus nor any of the Switchboard corpora is really suitable for modeling this type of variability; the only publicly available data that seems to fit the bill is the 2004 evaluation data but this is a relatively small set (consisting of just 310 target speakers). On the other hand, eigenchannel modeling imposes less stringent requirements on the training set; all that seems to be required is that for any given pair of channel conditions there should be at least some training speakers recorded under both conditions.

Note that in this brief discussion we have only touched on model-based methods for channel compensation of GMM’s and not on score or feature normalization methods or the parallel developments in SVM-based speaker recognition [12]. It is interesting to note that although the approach in SVM-based speaker recognition is discriminative rather than generative and it is concerned with finding feature representations which are immune to channel variability rather than modeling this type of variability, the key algorithm in ‘nuisance attribute projection’ is also formulated as an eigenvalue problem.

III. MODELS OF SPEAKER AND UTTERANCE VARIABILITY

In the case of the joint factor analysis model, the first term in the right hand side of (3) is modeled by assuming that if $s$ is the speaker supervector for a randomly chosen speaker then

$$ s = m + vy + dz $$  \hfill (5)

where $m$ is the speaker- and channel-independent supervector, $v$ is a rectangular matrix of low rank, $d$ is a diagonal matrix and $y$ and $z$ are random vectors having standard normal distributions. This is a factor analysis in the sense of [13]. It is usual to refer to the elements of $y$ simply as factors but the terminology of [14] is also useful: the elements of $y$ are ‘common factors’ (because each of them serves to account for the variance in all of the elements of $s$) and the elements of $z$ are ‘specific factors’. In the absence of the specific factors, (5) implies that all supervectors are contained in the linear span of $m$ and the columns of $v$ which is the assumption of eigenvoice modeling. In practice, the common factors account for most of the variance in the data and the term $dz$ serves as a residual to compensate for the fact that the eigenvoice assumption may be unrealistic and it may be difficult to find enough training speakers to estimate $v$ reliably.

In the case of eigenchannel modeling, we model the first term in the right hand side of (1) by assuming that if $M$ is the speaker- and channel-dependent supervector for a randomly chosen utterance then

$$ M = m + vy + dz $$  \hfill (6)

where the terms on the right hand side of this equation are subject to the same conditions as in (5). Note that (6) is a model of utterance variability whereas (5) is a model of speaker variability since $M$ is sensitive to channel effects whereas $s$ is not. (In the core condition of the NIST evaluations ‘utterances’ are whole conversation sides so using the term utterance here is a bit of a stretch but it is convenient to do so.) Put another way, we treat all utterances by a given speaker as being statistically independent in (6) but not in (5).

The role of these models of speaker and utterance variability in our work is to provide a prior distribution for MAP estimation of GMM supervectors for target speakers. This type of MAP estimation combines classical MAP [15] and eigenvoice MAP [9] whose strengths and weaknesses complement each other. Classical MAP estimation of GMM’s requires large amounts of enrollment data and because the matrix $d$ is of full rank it is guaranteed to be asymptotically equivalent to speaker-dependent training; because $v$ is of low rank there is
no such guarantee for eigenvoice MAP but, by the same token, eigenvoice MAP can use small amounts of enrollment data to good advantage. The earliest instance of factor analysis MAP adaptation in the literature on speaker recognition is [16]. Our treatment is different from [16] in that we use a likelihood criterion similar to that of [9] to estimate the hyperparameters that specify the prior. (The estimation procedure is summarized in the appendix.)

IV. FITTING THE MODELS

In the previous sections we outlined two ways of modeling the two types of variability which are of interest in speaker recognition, namely speaker variability and session variability. One approach, known as joint factor analysis, is to model speaker variability by (5) and session variability by (4). The other is to model utterance variability by (6) and session variability by (2). It will be convenient henceforth to use the term ‘eigenchannel modeling’ to refer to the latter combination (rather than using this term to refer merely to equation (2)).

We now describe how we estimated eigenchannel and joint factor analysis models using about 1000 hours of speech (exclusive of silences) consisting of whole conversation sides extracted from the following databases: the LDC releases of Switchboard II, Phases 1, 2 and 3; Switchboard Cellular, Parts 1 and 2; the Fisher English Corpus, Part 1 and the NIST 2004 evaluation data. For most of our experiments we took these models to be gender-dependent (that is, one model for male speakers and another for female speakers) rather than gender-independent. We will describe the quantities of data that we used for eigenchannel modeling in the female case; the figures for the other cases (female factor analysis, female eigenchannel modeling and male eigenchannel modeling) are similar (but somewhat smaller).

Estimating eigenchannels and the parameters of the corresponding model of utterance variability (6) is relatively straightforward; most of the mathematics needed is presented in [9]. Exact algorithms for training the joint factor analysis model are presented in [1] (Theorems 4, 5 and 7) but these are not easy to implement and they are computationally demanding. Fortunately, these difficulties can be avoided at the cost of a very slight degradation in performance by some simple approximations at least if the training set is well balanced in the sense that the recordings for each training speaker are sufficiently numerous and diverse that channel effects can be averaged out by pooling the recordings for each speaker. (Compare the results obtained with ‘exact’ and ‘simplified’ training in [3].) These approximations lead to the simplified training algorithms described in the appendix which enable the joint factor analysis model to be trained using the same software that serves for eigenchannel modeling. We begin by describing the acoustic features that we used and then we sketch the training algorithms for the eigenchannel and joint factor analysis models.

1In implementing the simplified training algorithm for the experiments reported here, we skipped the ‘adaptation to the target speaker population’ step mentioned in Section 3 of [3] in order to adhere strictly to the NIST evaluation protocol.

A. Feature extraction

Using a 25 ms Hamming window, 12 mel frequency cepstral coefficients together with a log energy feature are calculated every 10 ms. These 13-dimensional feature vectors are subjected to feature warping [17] using a 3 s sliding window. (There is very strong synergy between feature warping and our techniques for modeling session variability [4].) Delta coefficients are then calculated using a 5 frame window giving a 26-dimensional feature vector.

Where available, ASR transcripts containing time stamps are used to suppress silence intervals. In other cases the ISIP voice activity detector is used [18].

First and second order Baum-Welch statistics are extracted from the non-silence portions of the speech signal using a standard universal background model (UBM). We regard this as a pre-processing step since we use no information about the speech signal other than that which is encoded in these statistics.

We used 5719 conversation sides (278 hours of data after removing silences) from as many speakers to train a female GMM with 2,048 mixture components and diagonal covariance matrices which serves as a universal background model. Let \(C\) denote the number of mixture components in the GMM and \(F\) the dimensionality of the acoustic feature vectors (so that \(C = 2048\) and \(F = 26\)).

B. Speaker and utterance variability

Note first that the speaker variability model (5) reduces to the eigenvoice model in [9] if \(d = 0\). So if \(m\) is given (the UBM supervector is a natural choice), \(v\) can be estimated by the algorithm described in Proposition 3 of [9]. (This is a version of probabilistic principal components analysis designed to work with Baum-Welch statistics rather than with point estimates of utterance supervectors as in conventional probabilistic principal components analysis [19].) The extensions needed to handle the general case (\(d \neq 0\)) are described in the appendix. (The training algorithms presented there are derived from Theorems 4, 5 and 7 of [1] by taking \(u = 0\) in the statement of each theorem).

In implementing this training procedure, the Baum Welch statistics extracted from all recordings of each training speaker are pooled together (as if there were just one recording per speaker). In order to estimate the hyperparameters \(m, v\) and \(d\) in the utterance variability model (6), the only modification that is needed is to apply the procedure without pooling the Baum-Welch statistics.

The training set that we used to fit the utterance variability model (6) consisted of 9,291 conversation sides (393 hours of speech exclusive of silences) in the female case. The results of fitting a model with 25 common factors to this training set are illustrated in Fig. 3 which is a plot of the eigenvalues corresponding to the non-zero eigenvectors of \(vv^*\). Note that the eigenvalues decrease exponentially. The relative importance of the special and common factors can be measured by comparing the expected values of \(\|vy\|^2\) and \(\|dz\|^2\). Since \(y\) and \(z\) have standard normal distributions,
these expected values are given by the following matrix traces:
\[
\text{tr} \left( d^2 \right) = 77.26 \quad (7)
\]
\[
\text{tr} \left( vv^* \right) = 730.48 \quad (8)
\]
This suggests that essentially all of the utterance variability in the training data could be accounted for by increasing the number of common factors which motivated us to experiment with some model configurations having a very large number of common factors. (The eigenvalue plots and traces in the male case are similar.)

We note in passing that it has been our experience that in the case where \( v \) is set to 0 (the situation in classical MAP), estimating \( d \) by a maximum likelihood criterion does not give a better estimate than the empirical method in [15]. This is consistent with the observation in [15] that the effectiveness of relevance MAP is insensitive to the value of the relevance factor.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{speaker_eigenvalues}
\caption{Eigenvalues obtained by modeling utterance variability with 25 common factors. Female data. Compare with Fig. 4. The graph in the male case is similar.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{channel_eigenvalues}
\caption{Eigenvalues obtained by fitting an eigenchannel model of rank 50. Female data. Note that the decrease in the eigenvalues is approximately exponential. The graph in the male case is similar.}
\end{figure}

\subsection*{C. Session variability}

We now turn to the problem of estimating the rectangular matrix \( u \) in (2) and (4) which serves as our model of session variability, both in the joint factor analysis model and in the eigenchannel model.

Combining (4) and (5), we can summarize the joint factor analysis model by writing
\[
M = s + ux. \quad (9)
\]
This is formally almost the same as (5) with \( d \) set to 0 which suggests that \( u \) can be estimated by the same methods as those used to estimate \( v \) in [9]. Two complications arise however. Firstly, the speaker supervector \( s \) in (9) varies from one speaker to another whereas the supervector \( m \) in (5) is speaker-independent. This can be dealt with by converting the Baum-Welch statistics for each utterance by a given speaker into first and second moments about \( s \) rather than first and second moments about \( m \) as was done in [9]. Secondly, for a given speaker, the speaker supervector \( s \) has to be estimated from the data available for the speaker. Under these conditions a point estimate of \( s \) may be unreliable and, as we showed in [3] it may be advantageous to take account of the uncertainty entailed in estimating \( s \) with limited amounts of data. We will explain in Section V-B how this complication can be dealt with by a slight modification of the Baum-Welch statistics for each of the speaker’s utterances.

In the case of eigenchannel modeling, the rectangular matrix \( u \) in (2) can be estimated in much the same way. Recall that the basic assumption here is that if we have a pair of conversation sides for a given speaker with corresponding speaker- and channel-dependent supervectors \( M \) and \( M' \) then
\[
M' = M + ux \quad (10)
\]
where \( x \) has a standard normal distribution. Suppose we are given a training set consisting of a suitably large collection of pairs of utterances by different speakers. We can use one of the utterances in each pair (we chose the longer of the two) to estimate the supervector \( M \) appearing in the right hand side of (1). This plays the same role as the estimate of the speaker supervector \( s \) in (9) so the procedure for estimating \( u \) is formally the same as in the case of the joint factor analysis model.

The training set that we used to estimate \( u \) in (2) consisted of 27,399 utterance pairs in the female case. (The training set that we used to estimate the utterance variability model in Section IV-B was obtained by choosing the longer utterance in each of these pairs.) The results of fitting a model of rank 50 to this training set are illustrated in Fig. 4 which is a plot of the eigenvalues corresponding to the non-zero eigenvectors of \( uu^* \) sorted in decreasing order. (The eigenvalue plot in the male case is similar.) The fact that the decrease is approximately
exponential means that only a small fraction of the channel variability will be lost if channel supervectors are expressed in terms of the eigenchannels and the expansion is cut off after a finite number of terms. This provides empirical justification for the assumption that channel variability is intrinsically low dimensional.

Estimating the matrix \( u \) in (4) (that is, the joint factor analysis case) yields a similar picture with one critical difference, namely that the sum of the eigenvalues in this case is about half of the sum of the eigenvalues in Fig. 4. This is undoubtedly the reason why joint factor analysis outperformed eigenchannel modeling in our experiments.

Comparing Figs. 1 and 2 it is easy to see why this difference should arise. The supervectors \( M \) and \( M' \) in Fig. 1 are both contaminated by channel effects whereas the supervector \( s \) in Fig. 2 is not. Thus the variance of the channel compensation supervectors (in other words, the sum of the eigenvalues of \( uu^* \)) in Fig. 1 is twice as large as the variance of the channel compensation supervectors in Fig. 2. Of course this argument assumes that an uncontaminated speaker supervector \( s \) can be estimated for each speaker in the case of the factor analysis model. We used a very crude approximation to achieve this goal in training the joint factor analysis model — we simply pooled the Baum-Welch statistics over all recordings of each speaker. This works (compare the results obtained with the ‘exact’ and ‘simplified’ training algorithms in [3]) because we chose our training set so that there were sufficiently many recordings of each training speaker that channel effects could be averaged out in this way. However the situation is quite different when it comes to enrolling a target speaker for speaker recognition because there is just one recording for each target speaker in the core condition of the NIST evaluations. In fact it is only in the enrollment phase that the implementations of the joint factor analysis model and the eigenchannel model require different software.

V. USING THE MODELS TO BUILD SPEAKER VERIFICATION SYSTEMS

In this section we explain how we use the joint factor analysis model and the eigenchannel model to construct speaker verification systems. We have to describe how we estimate a GMM supervector for each target speaker, how we normalize likelihoods calculated in this way so that a common decision threshold can be used in all speaker verification trials. We will concentrate on the joint factor analysis model, indicating the modifications that need to be made in the case of the eigenchannel model as we go along. The decision criterion that we will propose for speaker verification with the joint factor analysis model in this article is a compromise between the ‘exact’ and ‘simplified’ scoring methods in [3]. (In the terminology of [4], the ‘exact’ scoring method refers to the sequential likelihood ratio statistic.)

A. Enrolling a target speaker

In using the joint factor analysis model for speaker recognition, the key calculation in enrolling a target speaker is to disentangle the speaker and channel effects in the enrollment utterance, that is, to estimate the speaker’s supervector \( s \) by carrying out the decomposition (2). In [1] we showed how to formulate this problem as one of calculating the posterior distribution of the hidden variables in the factor analysis model, namely \( x \) in (4) and \( y \) and \( z \) in (5). This calculation is described in detail in Section III of [1]. (The treatment is general enough to handle extended data tasks where there are multiple enrollment recordings for each target speaker, rather than just a single enrollment recording as in the core condition of the 2005 evaluation).

Since the amount of enrollment data for a target speaker is limited, a point estimate of the speaker’s supervector \( s \) derived in this way may not be reliable. Comparing the results obtained with the ‘exact’ and ‘simplified’ scoring methods in [3] shows that ignoring this type of uncertainty can degrade speaker recognition performance. Unfortunately the exact scoring method that we used in [4] is very computationally expensive. To deal with this problem we propose a new way of addressing the uncertainty issue in this article which is no more computationally expensive than the simplified scoring method.

This entails calculating not only the posterior expectation of the target speaker’s supervector \( s \) at enrollment time (which, following the notation in [1], we denote by \( E(s) \)) but also the diagonal of posterior covariance matrix of \( s \) (which we denote by \( \text{Cov}(s, s) \)). Both of these can be calculated using the methods in [1].

\[ \text{Cov}(s, s) \approx \text{diag}(\text{Cov}(y, y) v^*) + d \text{Cov}(z, z) d \]  
\[ \text{(11)} \]

It has been our experience that in the case where \( v = 0 \), \( \text{Cov}(s, s) \) is invariably quite large (typically about 75% of the total speaker variability \( d^2 \)). On the other hand, in the case of a pure eigenvoice model \( d = 0 \), this uncertainty is quite small (since enrolling a target speaker entails estimating only as many free parameters as there are eigenvoices). In general, for any configuration of the joint factor analysis model, \( \text{Cov}(s, s) \) will be largest for target speakers with the least amount of training data. As we shall see, incorporating this term into the scoring mechanism for speaker recognition provides a way for penalizing hypothesized speakers with small amounts of enrollment data.

In using the eigenchannel model for speaker recognition, enrolling a target speaker is much simpler. We use the prior distribution (6) to calculate the posterior distribution of the speaker- and channel-dependent supervector for the enrollment utterance, \( M \). In the case \( d = 0 \), the calculation is described in Proposition 1 of [9] and its corollaries; a modification is needed to handle the general case. (Take \( u = 0 \) in Section III-C of [1].)

B. The likelihood function

Again we consider the factor analysis model first. Suppose we are given a target speaker and a test utterance and that

\[ \text{Cov}(s, s) \approx \text{diag}(\text{Cov}(y, y) v^*) + d \text{Cov}(z, z) d \]  
\[ \text{(11)} \]

which ignores the cross correlations between \( y \) and \( z \) works quite well in practice. This is easy to implement and it gives exact results in the two cases which are of greatest interest, namely \( d = 0 \) and \( v = 0 \).
we wish to test the null hypothesis that the utterance speaker is different from the target speaker against the alternative hypothesis that the two speakers are the same. Denote the speaker supervector for the target speaker by $s$ and denote the test utterance by $X$.

If we assume to begin with that $s$ is known, we can calculate the conditional (Gaussian) likelihood of the test utterance, $P(X|s,x)$, using the Baum-Welch statistics extracted from the utterance (Lemma 1 in [9]). So, since $x$ is assumed to have a standard normal distribution, $P(X|s)$ is given by

$$P(X|s) = \int P(X|s,x)N(x;0,I)dx$$

where $N(\cdot;0,I)$ is the standard Gaussian kernel. Proposition 2 in [9] explains how to derive a closed form expression for this integral so we will simply state the result here in a form which is appropriate for t-norm score normalization.

First some notation. For each mixture component $c$, let $\Sigma_c$ be the corresponding $F \times F$ covariance matrix; we take this to be diagonal and assume that it is speaker- and channel independent. Let $\Sigma$ be the $CF \times CF$ covariance matrix whose diagonal blocks are $\Sigma_c$ ($c = 1, \ldots, C$). Let $N_c$ be the total number of observation vectors in $X$ for the given mixture component and set

$$F_c = \sum_t X_t$$

$$S_c = \text{diag}\left(\sum_t X_tX_t^\top\right)$$

where the sum extends over all observations $X_t$ aligned with the given mixture component, and $\text{diag}(\cdot)$ sets off-diagonal entries to 0. (As we have written them these are Viterbi statistics but we use Baum-Welch statistics in practice. We use gender dependent UBM’s to extract these statistics in all cases.) Let $N$ be the $CF \times CF$ diagonal matrix whose diagonal blocks are $N_cI$ (for $c = 1, \ldots, C$) where $I$ is the $F \times F$ identity matrix. Let $F$ be the $CF \times 1$ vector obtained by concatenating $F_c$ (for $c = 1, \ldots, C$). Similarly, let $S$ be the $CF \times CF$ diagonal matrix whose diagonal blocks are $S_c$ (for $c = 1, \ldots, C$). We denote the first and second order moments of $X$ around $s$ by $F_s$ and $S_s$ so that

$$F_s = F - Ns$$

$$S_s = S - 2\text{diag}(Fs^\top) + \text{diag}(Ns^2).$$

Finally, let

$$l = I + u^\top \Sigma^{-1} Nu,$$
and let \( E[M] \) and \( \text{Cov}(M, M) \) be the corresponding posterior mean and covariance matrix (calculated in the enrollment phase). Then the likelihood of \( X' \) under the alternative hypothesis can be calculated in exactly the same way as \( P(X'|s) \) in (19) by replacing \( s \) by \( M \) throughout.

C. Score normalization

In our first experiments in the present article, as in [4], [3], we used only t-norm for score normalization but we learned from [10] that \( zt \)-norm (that is, \( z \)-norm followed by t-norm and not the other way round) could be very effective for the type of model under consideration at least in the case where \( v = 0 \). Unlike t-norm, \( z \)-norm requires a way of evaluating the likelihood of a test utterance under the assumption that the actual speaker is somebody other than the hypothesized speaker — the ‘unknown speaker’ as it were. (This is the likelihood which appears in the denominator of the log likelihood ratio used in Neyman-Pearson style hypothesis tests. These denominators are redundant if t-norm is used for score normalization.)

We consider only the case of the joint factor analysis model. (The modifications needed to handle the eigenchannel model are self-evident.) The solution proposed in [10] is to take the speaker in the center of the acoustic space as the unknown speaker. That is the likelihood of a test utterance for the unknown speaker is evaluated in the same way as for a target speaker by taking

\[
E[s] = m \\
\text{Cov}(s, s) = 0
\]

where \( m \) is the speaker- and channel-independent supervector in (5). However, since our likelihood function takes account of the uncertainty in the point estimate of a target speaker’s supervector produced by the enrollment procedure, it is more natural for us to take the speaker for whom no enrollment data is available as the unknown speaker. This is tantamount to setting

\[
E[s] = m \\
\text{Cov}(s, s) = \text{diag}(vv^* + d^2)
\]

where \( v \) and \( d \) are as in (5). Our experience has been that this is an effective way of evaluating the denominator of the likelihood ratio in the case where \( v = 0 \) but we also found it necessary to experiment with the following variant:

\[
E[s] = m \\
\text{Cov}(s, s) = \frac{1}{N} \sum_{n=1}^{N} \text{Cov}(s_n, s_n)
\]

where the sum on the right hand side extends over the set of t-norm speakers and \( N \) is the number of t-norm speakers. We will refer these three versions of \( z \)-norm as \( z_1 \)-norm (or ‘\( z \)-norm without uncertainty’), \( z_2 \)-norm and \( z_3 \)-norm respectively. Our experience has been that \( z_1 \) is not really appropriate for the scoring procedure that we are using and that \( z_3 \)-norm is more effective than \( z_2 \)-norm if common speaker factors are included in the speaker variability model (5).

VI. Experiments

All of the results we report are on the core condition of the NIST 2005 evaluation. We used all of the trials in this condition rather than the ‘common’ subset [5]. (In all there were 2771 target trials and 28,472 non-target trials.) We report both equal error rates (EER) and the minimum values of the NIST detection cost function (DCF).

In all of experiments we used UBM’s with 2048 Gaussians. Our first experiment was conducted with an eigenchannel model having 25 eigenvoices (EV), 50 eigenchannels (EC) and t-norm score normalization. This resulted in an EER of 11.7% and a DCF of 0.042 which was disappointing considering the size of the databases that we used for development. This led us to experiment with several variants of the eigenchannel model but eventually we abandoned it in favor of the joint factor analysis model.

Before describing these experiments we make a brief remark about silence detection. Unlike most participants in the evaluation we used the time stamps provided by NIST to suppress silences in the enrollment and test utterances. This gave us about 25% more speech data to work with than a conventional silence detector. To evaluate the effect of this decision we ran our system using the ISIP silence detector and found that we obtained poorer results (an EER of 12.3% and a DCF of 0.045). Thus we did not use the silence detector in our subsequent experiments.

A. Eigenchannels

Our first series of experiments was designed to evaluate the effect of modifying the configuration of the eigenchannel model. The results are summarized in Table I which shows that our best results were obtained with a configuration of 5 eigenvoices and 25 eigenchannels. It is apparent that care is needed to avoid over fitting the utterance and session models in spite the large amounts of training data that we used. The benefit of adding eigenvoice MAP to classical MAP is not great (compare the last two lines of Table I) but this is perhaps not surprising since eigenvoice methods were developed to deal with situations where very little data is available for model adaptation (far less data than a whole conversation side).

<table>
<thead>
<tr>
<th>EV</th>
<th>EC</th>
<th>EER</th>
<th>DCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>50</td>
<td>11.7%</td>
<td>0.042</td>
</tr>
<tr>
<td>5</td>
<td>25</td>
<td>11.7%</td>
<td>0.036</td>
</tr>
<tr>
<td>0</td>
<td>25</td>
<td>10.2%</td>
<td>0.036</td>
</tr>
</tbody>
</table>

TABLE I

Results obtained on all trials of the core condition of the NIST 2005 evaluation using various configurations of the eigenchannel model. T-norm score normalization.
The experiments reported in Table I were conducted using only t-norm score normalization. We tested the other types of normalization strategies described in Section V-C on two model configurations: 5 eigenvoices and 25 eigenchannels (the best configuration according to Table I) and 0 eigenvoices and 25 eigenchannels (the configuration most similar to [10]). The results are summarized in Tables II and III. For each configuration the best results are obtained with zt-norm, confirming the results in [10]. In each case z-norm with uncertainty gives better results than zt-norm without uncertainty in implementing zt-norm, as one might expect. However zt-norm is substantially more effective in the case where there are 0 eigenvoices than in the case of 5 eigenvoices. Thus it turns out that our best result with eigenchannel modeling, namely an EER of 8.7% and a DCF of 0.029, is obtained without using any eigenvoices contrary to what the results in Table I might suggest.

TABLE II

Eigenchannel model with 5 eigenvoices and 25 eigenchannels. Effect of different types of score normalization.

<table>
<thead>
<tr>
<th>normalization</th>
<th>EER</th>
<th>DCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-norm</td>
<td>10.2%</td>
<td>0.036</td>
</tr>
<tr>
<td>z₁-norm</td>
<td>12.9%</td>
<td>0.056</td>
</tr>
<tr>
<td>z₂-norm</td>
<td>13.8%</td>
<td>0.047</td>
</tr>
<tr>
<td>z₁t-norm</td>
<td>10.9%</td>
<td>0.040</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>9.5%</td>
<td>0.034</td>
</tr>
</tbody>
</table>

B. Joint factor analysis with no common speaker factors

Since we found that with the eigenchannel model zt-norm was much more effective with no eigenvoices than with 5 eigenvoices we set the number of common speaker factors to 0 for our first experiments with the joint factor analysis model. The results are substantially better than the results we obtained with the eigenchannel model and they are reported in Table IV. With the eigenchannel model it was natural to treat the longer of the two utterances in a trial as the training utterance and the shorter as the test utterance but with the joint factor analysis model this distinction does not seem to be a natural one. So we carried out the trials in both the forward direction (that is, with the training and test utterance designations given by NIST) and in the reverse direction. The two strategies give essentially the same overall results but averaging the results gives a small improvement in DCF.

Most of the free parameters in this configuration of the joint factor analysis model are devoted to modeling session variability rather than speaker variability. Since session variability should be to a large extent gender independent we were interested to see if gender independent joint factor analysis model with this configuration could use the training data at our disposal to greater advantage. (Recall that one of our principal concerns with the factor analysis model was the paucity of Mixer type training data.) The results of these experiments are reported in Table V where a slight degradation in performance is apparent. (In performing score normalization in these experiments we used the same gender-dependent t-norm speaker sets and z-norm utterance sets that we used for the experiments presented in Table IV.)

TABLE III

Eigenchannel model with 0 eigenvoices and 25 eigenchannels. Effect of different types of score normalization. Compare with Table II.

<table>
<thead>
<tr>
<th>normalization</th>
<th>EER</th>
<th>DCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-norm</td>
<td>11.7%</td>
<td>0.038</td>
</tr>
<tr>
<td>z₁-norm</td>
<td>12.1%</td>
<td>0.055</td>
</tr>
<tr>
<td>z₂-norm</td>
<td>9.9%</td>
<td>0.034</td>
</tr>
<tr>
<td>z₁t-norm</td>
<td>9.5%</td>
<td>0.034</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>8.7%</td>
<td>0.029</td>
</tr>
</tbody>
</table>

C. Joint factor analysis with 300 common speaker factors

So we concluded that even in the situation where the number of common speaker factors is set to 0, gender dependent modeling is the best strategy. Our best result with this type of configuration of the joint factor analysis model on the NIST 2005 test set, namely an EER of 6.2% and a DCF of 0.019, was obtained by gender dependent joint factor analysis modeling with no common speaker factors and 50 channel factors in the same way as the result in the last line of Table IV. The corresponding DET curve is shown in Fig. 5. (Increasing the number of channel factors from 50 to 100 gave essentially the same results.)

TABLE IV

Joint factor analysis with no common speaker factors and 25 channel factors. F = forward, R = reverse. Compare with Table III.

<table>
<thead>
<tr>
<th>normalization</th>
<th>trial type</th>
<th>EER</th>
<th>DCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-norm</td>
<td>F</td>
<td>11.5%</td>
<td>0.035</td>
</tr>
<tr>
<td>z₂-norm</td>
<td>F</td>
<td>7.8%</td>
<td>0.027</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>F</td>
<td>6.9%</td>
<td>0.022</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>R</td>
<td>6.4%</td>
<td>0.022</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>F + R</td>
<td>6.6%</td>
<td>0.021</td>
</tr>
</tbody>
</table>

TABLE V

Gender independent joint factor analysis with no common speaker factors and 25 channel factors. F = forward, R = reverse. Compare with Table IV.

<table>
<thead>
<tr>
<th>normalization</th>
<th>trial type</th>
<th>EER</th>
<th>DCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-norm</td>
<td>F</td>
<td>10.9%</td>
<td>0.040</td>
</tr>
<tr>
<td>z₂-norm</td>
<td>F</td>
<td>8.2%</td>
<td>0.030</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>F</td>
<td>7.4%</td>
<td>0.025</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>R</td>
<td>6.8%</td>
<td>0.026</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>F + R</td>
<td>6.9%</td>
<td>0.024</td>
</tr>
</tbody>
</table>

The general trend is that, just as we found in the case where the number of common speaker factors was 0, zt-norm is more...
Fig. 5. DET curve showing results on the NIST 2005 test set, all trials, core condition. Gender dependent joint factor analysis with no common speaker factors and 50 channel factors. Trials evaluated by averaging the results obtained in both forward and reverse directions. z₂t score normalization. EER = 6.2%, DCF = 0.019.

TABLE VI
Joint factor analysis with 300 common speaker factors and 50 channel factors.

<table>
<thead>
<tr>
<th>normalization</th>
<th>trial type</th>
<th>EER</th>
<th>DCF</th>
</tr>
</thead>
<tbody>
<tr>
<td>t-norm</td>
<td>F</td>
<td>9.0%</td>
<td>0.034</td>
</tr>
<tr>
<td>t-norm</td>
<td>R</td>
<td>8.9%</td>
<td>0.033</td>
</tr>
<tr>
<td>z₂-norm</td>
<td>F</td>
<td>9.2%</td>
<td>0.033</td>
</tr>
<tr>
<td>z₂-norm</td>
<td>R</td>
<td>7.5%</td>
<td>0.030</td>
</tr>
<tr>
<td>z₃-norm</td>
<td>F</td>
<td>6.8%</td>
<td>0.026</td>
</tr>
<tr>
<td>z₃-norm</td>
<td>R</td>
<td>6.2%</td>
<td>0.023</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>F</td>
<td>7.4%</td>
<td>0.022</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>R</td>
<td>6.7%</td>
<td>0.020</td>
</tr>
<tr>
<td>z₂t-norm</td>
<td>F+R</td>
<td>6.6%</td>
<td>0.020</td>
</tr>
<tr>
<td>z₃t-norm</td>
<td>F</td>
<td>5.4%</td>
<td>0.018</td>
</tr>
<tr>
<td>z₃t-norm</td>
<td>R</td>
<td>5.2%</td>
<td>0.017</td>
</tr>
<tr>
<td>z₃t-norm</td>
<td>F+R</td>
<td>5.3%</td>
<td>0.017</td>
</tr>
</tbody>
</table>

effective than z-norm and z-norm is more effective than t-norm but in this situation the z₃ flavor of z-norm is more effective than z₂. Note that the best result in Table VI (EER = 5.2%, DCF = 0.017) is considerably better than the best result we obtained with no common speaker factors (EER = 6.2%, DCF = 0.019 in Fig. 5). The DET curve corresponding to the best result is shown in Fig. 6.

**D. Varying the number of common speaker factors**

So far we have only considered the two extreme cases where the number of common speaker factors is zero or very large. Results obtained with different numbers of common speaker factors and 50 channel factors are reported in Table VII. Adding a small number of speaker factors (1 or 5) is seen to hurt performance particularly as measured by the the DCF.

Our reason for developing the speaker variability model (5) was to try to take advantage of the complementary strengths of classical MAP and eigenvoice MAP in estimating target speaker models from limited amounts of data. But the results in Table VII show that the best performance is obtained in the two extreme cases where d = 0 and v = 0 and this suggests that fusion at the score level may be the best strategy for achieving this goal. It turns out that a linear fusion of four systems, namely forward and reverse scoring with 0 common speaker factors and 300 common speaker factors does indeed give a slightly improved value of the detection cost function (0.016 versus 0.017) when compared with the result in Fig. 6 but there is a slight degradation in the equal error rate (5.4% versus 5.2%). Thus more sophisticated fusion techniques such as logistic regression or a multilayer perceptron may be worth investigating.

**VII. DISCUSSION**

The NIST 2005 test set presents an interesting challenge for the joint factor analysis model because there is reason to doubt that the model can be properly trained for this task using currently available telephone speech corpora. The results we have presented far surpass our initial expectations which were so pessimistic that we thought that the more primitive eigenchannel model stood a better chance of working.
The success of our approach is due in large part to the effectiveness of the zt-norm technique [10] and to the new scoring procedure described in Section V-B which enabled us to turn around a large number of experiments very quickly because of the efficiency with which it handles t-norm speakers. A remarkable feature of this scoring procedure is that its computational cost is independent of the number of common speaker factors in the factor analysis model. This enabled us to experiment with large numbers of common speaker factors and obtain some excellent results. In the extreme case where the number of common speaker factors is very large (e.g. 300), the factor analysis model of speaker variability behaves essentially like an eigenvoice model (d ≥ 0). It may be that the reason why this model performs so well is that it implicitly models long term features. (Eigenvoice methods take account of the correlations between the various Gaussians in a speaker GMM.)

It is rather surprising that it was possible to train this configuration of the factor analysis model with a training set which consisted of only a few hundred speakers (500 in the male case and 700 in the female case). It is also interesting to note that since the number of free parameters that have to be estimated in order to enroll a target speaker with an eigenvoice model is far less than with classical MAP, it may be that the methods presented here will prove to be effective with smaller amounts of enrollment data than have traditionally been provided in the NIST evaluations.
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APPENDIX

In this appendix we summarize the calculation of the posterior distribution of the hidden variables of the joint factor analysis model and we outline the simplified training procedures that we used to estimate the hyperparameters \( m, u, v, d \) and \( \Sigma \) in our experiments.

a) Posterior calculations in a joint factor analysis model:

As we explained in Section V-A, when we use the factor analysis model to build a speaker verification system, enrolling a target speaker consists in calculating the posterior distribution of the speaker’s supervector \( s \) which is related to the hidden variables in the factor analysis model by (5). Here we summarize the calculations needed to evaluate the joint posterior distribution of the hidden variables in a joint factor analysis model given a single enrollment utterance for the target speaker. (The case where multiple enrollment utterances are provided, as in the NIST extended data tasks, is treated in Section III of [1].) If

\[
X = \begin{pmatrix} x \\ y \\ z \end{pmatrix}
\]

then the posterior distribution of \( X \) is Gaussian of the same form as the posterior distribution described in Proposition 1 of [9]. Specifically, if \( V \) and \( L \) are the matrices defined by

\[
V = \begin{pmatrix} u & v & d \end{pmatrix}
\]

\[
L = I + V^*\Sigma^{-1}NV.
\]

then the posterior distribution of \( X \) has covariance matrix \( L^{-1} \) and mean \( L^{-1}V^*\Sigma^{-1}(F - Nm) \). Thus calculating the posterior distribution of \( X \) is essentially a matter of inverting the matrix \( L \).

A straightforward calculation shows that \( L \) can be written as

\[
\begin{pmatrix} a & b \\ b^* & I + v^*\Sigma^{-1}Nv & c \\ c^* & v^*\Sigma^{-1}Nd & d\Sigma^{-1}Nv & I + \Sigma^{-1}Nd^2 \end{pmatrix}
\]

where

\[
a = I + u^*\Sigma^{-1}Nu \\
b = u^*\Sigma^{-1}Nv \\
c = u^*\Sigma^{-1}Nd.
\]

So \( L^{-1} \) can be calculated by using the identity

\[
\begin{pmatrix} \alpha & \beta \\ \beta^* & \gamma \end{pmatrix}^{-1} = \begin{pmatrix} \zeta^{-1} & -\zeta^{-1}\beta\gamma^{-1} \\ -\beta^*\zeta^{-1} & \gamma^{-1} + \beta^*\zeta^{-1}\beta\gamma^{-1} \end{pmatrix}
\]

where

\[
\zeta = \alpha - \beta\gamma^{-1}\beta^*.
\]

with

\[
\alpha = \begin{pmatrix} a \\ b^* \end{pmatrix}, \\
\beta = \begin{pmatrix} c \\ v^*\Sigma^{-1}Nd \end{pmatrix} \\
\gamma = I + \Sigma^{-1}Nd^2.
\]

Of course, since the dimensions of \( L \) are enormous (namely \((CF + R_C + R_S) \times (CF + R_C + R_S)\) where \(R_C\) is the rank of \( u \) and \(R_S \) is the rank of \( v \)), care has to be taken to evaluate only those entries of \( L^{-1} \) which are actually needed.

b) Training a pure speaker factor analysis model: We consider a speaker factor analysis model of the form

\[
s(s) = m + vy(s) + dz(s) \quad (27)
\]

where \( s \) is a randomly chosen speaker. (This is a model of speaker variability alone rather than a joint model of speaker and channel variability. Since it is necessary to distinguish between training speakers in what follows we need to indicate the dependence on \( s \) explicitly.) We use \( \Lambda \) to denote a generic hyperparameter set \( \{m, v, d, \Sigma\} \).

Given an initial hyperparameter set \( \Lambda_0 = \{m_0, v_0, d_0, \Sigma_0\} \), we summarize two algorithms, known as maximum likelihood and minimum divergence estimation [1], for producing a better hyperparameter set \( \Lambda \) (‘better’ in a sense that can be made precise using the likelihood function defined in [1]). Throughout, we will use the notation \( E[\cdot] \) to refer to posterior expectations calculated with the initial parameter set \( \Lambda_0 \) as outlined above. (We only use the case where \( u = 0 \) since we are dealing with a pure speaker factor analysis rather than a joint factor analysis.)

In order to describe the maximum likelihood estimation procedure it will be convenient to eliminate \( m \) by writing

\[
Y(s) = \begin{pmatrix} y(s) \\ 1 \end{pmatrix}
\]

and \( V = \begin{pmatrix} v & m \end{pmatrix} \),

so that (27) can be written in the form \( s(s) = VY(s) + dz(s) \).
The following statistics are accumulated over the training set:

\[ N_c = \sum_s N_c(s) \]  
\[ \mathcal{A}_c = \sum_s N_c(s) E[\mathbf{Y}(s)\mathbf{Y}^*(s)] \]  
\[ \mathcal{B} = \sum_s N(s) E[\mathbf{z}(s)\mathbf{Y}^*(s)] \]  
\[ \mathcal{C} = \sum_s F(s) E[\mathbf{Y}^*(s)] \]  
\[ a = \sum_s \text{diag}(\mathcal{N}(s) E[\mathbf{z}(s)\mathbf{z}^*(s)]) \]  
\[ b = \sum_s \text{diag}(F(s) E[\mathbf{z}^*(s)]) \]  

In (28) and (29), \( c \) ranges over all mixture components. The new hyperparameter set \( (m, u, v, d, \Sigma) \) is defined by

(i) For each mixture component \( c = 1, \ldots, C \) and for each \( f = 1, \ldots, F \), set \( i = (c-1)F + f \) and let \( V_i \) denote the \( i \)th row of \( V \) and \( d_i \) the \( i \)th entry of \( d \). Then \( V_i \) and \( d_i \) are defined by the equation

\[ \begin{pmatrix} V_i & d_i \end{pmatrix} = \begin{pmatrix} \mathcal{A}_c & \mathcal{B}^*_c \\ \mathcal{B}_c & a \end{pmatrix} \begin{pmatrix} \mathcal{C}_c & b_i \end{pmatrix} \]  

where \( \mathcal{B}_i \) is the \( i \)th row of \( \mathcal{B} \), \( a_i \) is the \( i \)th entry of \( a \), \( \mathcal{C}_i \) is the \( i \)th row of \( \mathcal{C} \) and \( b_i \) is the \( i \)th entry of \( b \).

(ii) Let \( \mathcal{M} \) be the diagonal \( CF \times CF \) matrix given by

\[ \mathcal{M} = \text{diag}(\mathbf{C} \mathbf{V}^* + b d) \].

Then

\[ \Sigma = N^{-1} \left( \sum_s \mathbf{S}(s) - \mathcal{M} \right) \]  

where \( \mathbf{N} \) is the \( CF \times CF \) diagonal matrix whose diagonal blocks are \( N_i I, \ldots, N_C I \).

For the minimum divergence estimation procedure, the new hyperparameter set \( \mathbf{A} \) is given by

\[ m = m_0 + v_0 \mu_y + d_0 \mu_z \]  
\[ v = v_0 K_{yy}^{1/2} \]  
\[ d = d_0 K_{zz}^{1/2} \]  
\[ \Sigma = N^{-1} \sum_s \left( \mathbf{S}(s) - 2 \text{diag}(F(s) E[\mathbf{z}^*(s)]) \right. \right. \]
\[ \left. \left. \quad + \text{diag}(E[\mathbf{z}(s)\mathbf{z}^*(s)] \mathcal{N}(s)) \right) \]  

where

\[ \mu_y = \frac{1}{S} \sum_s E[\mathbf{y}(s)] \]  
\[ \mu_z = \frac{1}{S} \sum_s E[\mathbf{z}(s)] \]  
\[ K_{yy} = \frac{1}{S} \sum_s E[\mathbf{y}(s)\mathbf{y}^*(s)] - \mu_y \mu_y^* \]  
\[ K_{zz} = \text{diag} \left( \frac{1}{S} \sum_s E[\mathbf{z}(s)\mathbf{z}^*(s)] - \mu_z \mu_z^* \right) \],